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This paper applie€’ N A, a Boolean method of causal analysis presented
in Baumgartner (2009a), to configurational data on the Smissret vote

of 2009. CN A is related toQC' A (Ragin 2008), but contrary to the latter
does not minimize sufficient and necessary conditions bynsied Quine-
McCluskey optimization, but based on its own custom-byitimization al-
gorithm. The latter greatly facilitates the analysis ofadi@aturing chainlike
causal dependencies among the conditions of an ultimat®me—as can

be found in the data on the Swiss minaret vote. Apart fromigiog a model

of the causal structure behind the Swiss minaret vote, we shat aC N A
analysis of that data is preferable oveD&' A analysis.
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1. INTRODUCTION

Baumgartner (2009a) introduce@oincidence AnalysiCN A)—a Boolean
methodology of causal data analysis—as an alternativ@ualitative Compar-
ative Analysis(QQC A), which was first presented in Ragin (1987) and further
developed in Ragin (2000; 2008)C'N A shares all of@QC' A’s basic goals and
intentions: it focuses on configurational complexity rattiean on net effects
(which are scrutinized by standard quantitative methodg)rocesses the same
kind of data ag)C A, i.e. small- to intermediaté/ configurational data, it searches
for rigorously minimized sufficient and necessary condsi@f causally modeled
outcomes, and it implements the same regularity theoretiiom of causation as
QC A, i.e. the notion e.g. developed by Mackie (1974).

There are two main differences betwe@iV A andQC A. First, whileQC A
is designed to treat exactly one factdy as outcome and all other factors in an
analyzed factor set as (mutually independent) potentirakticauses of;, CN A
can treat any number of factors in an analyzed{&gt . .. , Z;} as outcomes. That
is, C' N A does not only search for direct causal dependencies aigng. , Z; 1,
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on the one hand, and;, on the other, but also for dependencies among the con-
ditions 7y, ..., Z;_1 themselves. Second, whereas all currently available nigria
of QCA (csQCA, fsQCA, mvQCA, TQC A, Two-StepQC A, ESA-QC AY)
minimize sufficient and necessary conditions of an outcomte basis of Quine-
McCluskey optimization (Q-M), which is a Boolean minimigat procedure stan-
dardly used in electrical engineering or digital logic desiC'N A minimizes suf-
ficient and necessary conditions by means of its own optioizalgorithm that is
custom-built for the discovery of complex causal strucure

In Baumgartner (forthcoming), it has been demonstratetiiiese differences
are particularly advantageous f6tN A when it comes to causally modeling data
that stem from causal chains, i.e. from structures thatfeait least one factor
that is both an effect and a cause in the structure. Causalschamechanisms
leading up to an ultimate outcome, as e.g. Goertz (2006,0bs®) shows, are of
great importance in many social scientific research cositéoreover, in the field
of quantitative methods, considerable interest has rigcanisen in developing
methods that are designed to uncover causal chains (ctnesiet al. 2010; 2011).
Yet, QC A does not search for chainlike structures to begin with. Adicgly,
numerous well-knowr)C A studies miss chainlike dependencies that can easily
be recovered on the basis of a method'@6 A that searches for causal chains. Ata
glance (and for readers familiar with the original studié€re are some examples:

¢ In the Wickham-Crowley (1991, 88) data on Latin Americanotations,
CN A, in addition to the ordinary conditions that lead to figsence of Rev-
olutions(Wickham-Crowley 1991, 101), finds paths that lead frGuorerilla
StrengthOR Weak Patrimonial Regim&ND Loss of US Suppotb Peasant
Support which in one particular configuration, in turn, contritsite Ab-
sence of RevolutionsThis is a path Wickham-Crowley does not find with
QCA.

¢ In the data Rihoux and De Meur (2009, 41) assembled—follgviipset’s
1960 indicators—in order to investigate the causes of theval of democ-
racies in the inter-war period, which is a frequently diseus data set in
QC A studies (e.g. also Skaaning 201Q@)V A finds a very strong path from
INDLAB to GNPCAP that is missed in alDC A studies. The overall Bool-
ean model” N A outputs for that data is this:

(INDLAB — GNPCAP * (GNPCAPx GOVSTAB — SURVIVAL )

QC A only finds the lower part of this causal chain.

e Similarly, in data on the improvement of irrigation system$Nepal which
Lam and Ostrom (2010) recently analyzed by mean@@fA, C N A uncov-
ers a chain that Lam and Ostrom miss. More concretely, therseveral
paths from th&xistence of Consistent Leadersi@R theAbsence of Provi-
sions of FinesAND the Existence of Rules for Irrigation Operationa the
Existence of Collective Action Among Farmtyghelmprovement in Water
Adequacy



Moreover, as we shall see in detail in section 4, thatA does not find causal
chains is not merely due to the accidental unavailabilita fC A search strategy
focusing on chainlike dependencies. Ratt@€ A’s reliance on Q-M creates a
severe problem fof)C' A when it comes to uncovering causal chains. More specif-
ically, it entails thatQ)C' A could only uncover a chainlike structure at the price of
assuming at least one straight-out logical contradiction.

To anticipate this problem at this point already, note thatvery application
of QC A exactly one factor in the data is treated as outcome and ladir dac-
tors as conditions. To eliminate redundancies from ratatiips of sufficiency and
necessity involving: conditions, Q-M require&™ possible configurations among
those conditions. If some of these configurations are ngssom the data@Q)C A
prompts the researcher to introduce them counterfactigilgssumption. Now,
suppose we appl@)C A to analyze data generated by a causal structure that fea-
tures the chaimd — B — C. In a first QC A performed on that data}' is
treated as outcome amtland B as conditions.A and B are thus assumed to be
configurable i2? combinations. This, in turn, is tantamount to assuming that
and B are mutually independent, and in particular, that the condiipn A«b is
possible? However, if we then perform a secoid@C’ A—this time treatingB as
outcome—,A and B will no longer be assumed to be independefitan only be
identified as sufficient condition d#, as induced by the structure— B — C,
if QC A assumes that the configuratidrb is impossible. Overall, thus, to find the
chainA — B — C, QC A—due to its reliance on Q-M—must assume that
the configurationAb is both possible and impossible, i.e. thtand B are both
dependent and independent. But of course, as everythifgyvifrom a logical
contradiction, the&)C A search for chains is thereby completely trivialized.

By contrast, as we shall see in section 3, the optimizatigeradhm imple-
mented byC' N A does not requir@™ configurations of. conditions and, accord-
ingly, succeeds in recovering chains without ever assuthiaicthe conditions of an
ultimate outcome are independent. In particular, to findctr@nA — B — C
C N A does not need the configuratignb. C N A can properly process data tables
featuring any number of combinations smaller tR&rwithout being compelled to
resort to counterfactual reasoning.

So far,CN A andQC A have only been compared relative to artificial data that
were purposefully tailored to bring out the differencesnssn these two methods
as transparently as possible. For the first time, this pajpeiges a detailed’ N A
analysis of real-life data and contrasts it with a corresifan@@C' A analysis. The
data analyzed to this end stem from the minaret controverSpiitzerland which,
in November 2009, culminated in 57.5% of participating vetend22 out of 26
cantons (Swiss states) approving a popular initiative chelimg a constitutional
amendment that bans the construction of new minarets (amchvgnbsequently
made the headlines around the world). We investigate theatalependencies
among the following six factors: high rate of old xenophof#, strong left par-
ties (L), high share of Serbian or Croatian or Albanian speakingufadion (S),
traditional economic structurdj, high rate of new xenophobiaX(), and accep-
tance of the minaret initiativeM{). These factors constitute an ideal test case for



a comparison o N A and QC A analyses of real-life data because theoretical
expectations have it not only that the first five factors dboted in one way or
another to the sixth, i.e. to the outcome of the vote, but tilabthe conditions that
led to the acceptance of the initiative are not themselvasatly independent, i.e
that the causal structure underlying the minaret data ikhaiihtike form.

We shall find that the advantages @fV A in regard to analyzing data orig-
inating from causal chains carry over from idealized to-fidalcontexts. CN A
models our exemplary data in terms of a causal chain whicteimsdnly found by
QC A at the price of assuming at least one logical contradictiiainly though, on
pain of trivialization, no methodology of causal analysiastbe allowed to base
its inferences on contradictory assumptions.

Section 2 presents the subsequently scrutinized facharsratical expectations
about the causal interplay among them, and the pre-pratesda underlying our
study. In sections 3 and 4, we then analyze that data on the &6 N A and
QC A, respectively. The paper ends with a discussion of the étaiesults.

2. THE DATA

We selected the factors for our study of the rather surmrisioceptance of the
Swiss minaret ban{) based on explanation attempts published in the press
shortly after the ballot of November 29, 2009. The historidns Altermatt, for
example, surmised that the outcome of the vote was due toldgeflexes induced
by a phobia against nonnatives that is deeply rooted in thesSsweciety and has
repeatedly led to discriminations of minorities (cf. Fur@®09). We do justice
to this explanation from old reflexdsy incorporating the factonigh rate of old
xenophobia(A), which reproduces the voting behavior of the Swiss cantons
regard to the xenophobic initiatives brought before voietie 1970s.

The psychiatrist Berthold Rothschild took the minaret otbe the result of a
collective feeling of powerlessness which stems from Sawitnd’s dependency on
the European integration and on international marketsRofthschild 2009). The
stronger the feeling of powerlessness, the more the Swigdatmon is inclined to
protect its home against all allegedly dangerous exteniftménces. According to
this explanation from powerlessnesbe minaret ban should have gained highest
acceptance in predominantly agricultural cantons whegdrtipact of the market
opening is felt most intensely. We test this hypothesis lejuiting the factorT
representingraditional economic structute

The publicist and historian Rudolf Walther conjecturedt ttee minaret ban
was essentially caused by the supporting campaign moustedfii-wing politi-
cal parties. That campaign played on resentments againsiiiviuand the Islam
and, in light of the economic crisis and growing unemploymaiggered a sort of
‘alpine chauvinism’ against the unknown (cf. Walther 201P@10b). According
to thisexplanation from political campaigningenophobia and collective power-
lessness are latent factors that only politically manifieetselves in contexts that
systematically activate them. We measured political cagmirgg via the strength
of political parties in corresponding cantons. As the abeeonf the factoistrong



left parties(L) turned out to covérM to a higher degree than the seemingly more
directly relevant factostrong right partieswe included the former rather than the
latter into our study.

According to the writer and filmmaker Leon de Winter, the ome of the
minaret vote was brought about by widespread resentmentlwédact that Mus-
lims tend to disregard the local customs in their host coesiend over the devel-
opment of ‘Muslim ghettos’ with high crime and unemploymeates (cf. de Win-
ter 2009). De Winter claimed that, as political elites angl tiedia ignored these
problems for too long, this resentment gave way to a feelfrijmpotence in large
parts of the population, which, in turn, was expressed bgrgoat the polls in an
act of defiance. We account for trégplanation from culture clashy integrating
the factorS representindnigh share of people natively speaking Serbian, Croatian,
or Albanianamong the foreign population. We gave preference to meagtine
degree of culture clash via language rather than via religidegal status because
the Muslim population can be most accurately identifieddiatically and because
difficulties in communication most directly lead to anintaes against foreigners.

Finally, to test whether in addition to old reflexes there Imiglso have been
new reflexesesponsible for the acceptance of the minaret ban, we atiédddtor
X representindnigh rate of new xenophobiahich reproduces the voting behavior
of Swiss cantons with respect to xenophobic initiativesveen 1996 and 2008.
We suspect that, iX in fact turns out to be causally relevant fbf, it is an inter-
mediate factor on a causal chain frotnT’, L, or S to M.

For a popular initiative to pass in Switzerland both the mgj@f participating
voters and the majority of cantons need to approve. Accghyliras indicated
above, we chose cantons as our measuring units for assigalings to the factors

Tv 1A L S T X M | cantons
ctc|]1 0 1 1 1 1 | LU, UR, SZ, OW, NW, AR, Al
c|1 0 1 0 1 1 |GLZG,SO,SG,AG
c3| 0 1 0 0 O 0 | VD, NE, GE
c, |0 0 1 1 1 1 | GR,TG
cs| 1 1 1 0 1 1 | ZH
cg| 1 1 1 1 1 1 | BE
cy!1 0 0 1 O 1 | FR
cgs| 1 1 0 0 O 0 | BS
cog| 1 1 0 0 1 1 | BL
C10 0 1 1 0 1 1 SH
C11 0 0 0 0 1 1 Tl
C12 0 0 0 1 0 1 VS
ci3 | 0 1 0 1 0 1 | JuU

Table 1. Truth-tabler,, which resulted from a suitable pre-processing of the raw
data in table 2 in the appendix. This truth-table is the bdeisthe subsequent
CNA andQC A analyses.



inthe se{ A, L, S, T, X, M}. In the raw data of our study, which can be consulted
in the appendix (cf. table 2), all factors, except faf, are given as continuous
variables. AN A, so far, has only been fully worked out in a crisp-set vergan
fuzzy-set version is currently being developed), we subsetiy contrast &' /N A
analysis of the minaret data with a crisp-68f' A (csQC A) analysis theredt. In
order to render continuous variables processabl€’byA, their values, in a first
step, must be dichotomized. To this end, we used the stamdéfdood practice’
commonly implemented irsQC A studies (cf. Rihoux and De Meur 2009, 42).
Details concerning the chosen thresholds are providedeiraipendix. Overall,
the pre-processing of our raw data resulted in the trutketafy given in table 1.
While the leftmost column of table 1 numbers the differemfagurations of our
factors, the rightmost column indicates which cantons @iy their ISO3166-

2 abbreviations) exemplify which configuration. In sectignw@& analyze7,, by
means ofC N A and, in section 4, we provide a correspondipg' A analysis.

3. THE CNA ANALYSIS

The procedural details of Coincidence AnalysisN A) have been presented in
Baumgartner (2009a; 2009b) and are not going the be repbated For brevity,
we subsequently confine ourselves to introducing the caremmimplemented by
C' N A as well as to indicating the basic methodological ideasruktiie procedure.

Justas)C A, C'N A searches for dependencies of minimal sufficiency and min-
imal necessity among the factors in a truth-table over afdattors{ 7, ..., Z;}.
While in theQC A context the relevant sufficiency and necessity relatioesam-
monly defined in a set-theoretic terminologyV A is developed against the back-
ground of a truth-functional or logical terminology, but,the end, these two ter-
minologies are completely equivaleht.

In the context ofC N A, a conjunction of factorsZ «Zsx...«Zy, h > 1, is
called asufficient conditionof a factor Z; in a truth-table7 if, and only if, 7
contains at least one row featuriag«Z,« . . . «Z;, in combination withZ; and no
row featuringZ,«Zsx . .. «Zp in combination with the absence 4§, viz. with z;.
Moreover, Z1«Zox . . . «Zp, is a minimally sufficient condition ofZ; in 7 if, and
only if, no proper part o1« Z5+ . . . «Zy, is itself sufficient forZ;, where a proper
part of a conjunction is that conjunction reduced by at least conjunct.

Analogously, a disjunctio®; + &5 + ... + &5, h > 1, wheredq, &, etc. are
placeholders for conjunctions (or configurations) of festds called anecessary
conditionof a factorZ; in a truth-tableT if, and only if, every row in7 featuring
Z; also features at least one disjunctd®f + ®5 + ... + ;. Furthermore®; +
®y + ... + &5 is aminimally necessary condition df; if, and only if, no proper
part of®; + &, + ... + P, is itself necessary fo¥;, where a proper part of a
disjunction is that disjunction reduced by at least onaudis.

Note that, usually, in the prose around solution formula@A studies only
necessary conditions that consist of single factors arkoitiplabeled “necessary
conditions”® In fact, however, ever)C A solution formula that identifies com-
plex sufficient conditions for the absence of an outcomenataount to a solution



formula that identifies a complex necessary condition fergresence of the out-
come (by contraposition), and vice versa. For instanceradta that identifies
AxC andd as two alternative sufficient conditions fbiis logically equivalent to
a formula that identifiesi«D + c«D as necessary condition fd8. Disjunctive
necessary conditions can be interpreted as imposingatéstis on the space of
alternative causes of an outcome. For example,dhBt+ c«D is necessary for
B means that there are exactly two causal paths leadig) tlme involvinga«D
and another one involving<D. More concretely, suppose we analyze the causes
of a law being passeds) in a particular countryo. It might turn out that there
are exactly two alternative paths leadingRo either the corresponding law does
not conflict with human rightsa) and is passed by the parliamentwf(D) or
the law does not conflict withy's constitution ¢) and is passed by the parliament.
Constellations of this sort are absolutely commonplace.

Thus, necessary conditions normally are just as complexiffisisnt condi-
tions, andC' N A simply makes all necessary conditions transparent, inttkpely
of their complexity. Subject to the regularity theoretidion of causation underly-
ing bothCN A andQC A, a Boolean solution formula for an outcomeZ; can be
causally interpreted if, and only i amounts to a minimally necessary disjunction
of minimally sufficient conditions of; (cf. Mackie 1974; Baumgartner 2008).

As anticipated in the introductiori’ N A does not presuppose that one par-
ticular factor in an analyzed truth-table can be identified as the outcome of the
underlying causal structure prior to applyi6gV A. In principle,C' N A is designed
to recover all relationships of sufficiency and necessitpagrthe factors iry” and
to rigorously minimize these relationships. In sociol@dipractice, however, it is
commonly known from the outset which factors are exogenadsaich endoge-
nous. What is more, often enough theoretical knowledgeasable to order the
factors in7 causally, where aausal orderings a relationZ; <, Z; entailing that,
in light of prior theoretical knowledge7; cannot be a cause &f; (e.g. becausg;
is instantiated temporally befotg;). That is, an ordering excludes certain causal
dependencies but does not stipulate any. Accordingly, ditiad to a truth-table
T, CNA may be given a subs&V of endogenous factors (i.e. possible effects)
in 7 and an ordering< over the factors iry” as input. Minimally sufficient and
necessary conditions are then calculated for the membé&¥ksinfaccordance with
<7 only.

The algorithmic core ofC’ N A consists of two parts. In the first part, suf-
ficient conditions of allZ; € W are identified in an input tablg@. Moreover,
all sufficient conditionsZ«Zs«...«Z; of Z; are minimized by systematically
eliminating conjuncts fron¥,«Zs+« . .. «Z;, and testing whether the resulting con-
junctions (e.9.ZoxZ3x...«Zp, OF ZyxZ3«...xZy etc.) are still sufficient forz;
in 7. In the second part, necessary conditions ofzalle W are built by dis-
junctively concatenating the minimally sufficient condits of Z; identified in
the first part: Z; — ®; + &3 + ... + ®;,. Likewise, the necessary conditions
D1+ &y + ... + &y, of Z; are minimized by systematically eliminating disjuncts
from &, + ¢ + ... + ®;, and testing whether the resulting disjunctions (e.g.



Dy + D3+ ...+ Py 0r &1 + P3 + ... + Py, etc.) are still necessary fof; in
T.

In the optimal case, the two core algorithmic phases &fA yield exactly one
minimally necessary disjunction of minimally sufficientrmhitions for eachz; €
W, which—if W has more than one element—are then conjunctively condaténa
to C'N A solution formulas. As in case 6)C A, however, minimizations may give
rise to ambiguities, to the effect th@tV A outputs multiple solutions formulas for
one truth-table7". Multiple solutions formulas represent multiple causalcures
that are compatible with the data recorded’in.e. that account for (or fit) the data
equally well.

Furthermore, as the data processed iy A and@QC A tends to be noisy, that
is, confounded by uncontrolled (unmeasured) causes ofathbutcomes, it may
happen that no configuration of factors is strictly suffiti@nnecessary for a given
Z; € W. To still extract some causal information from such datayiRé2006) has
introduced so-calledonsistencyandcoveragemeasures (cf. also Braumoeller and
Goertz 2000; Goertz 2003 onsistencyeproduces the degree to which the behav-
ior of a given outcome obeys a corresponding sufficiency oessity relationship
(or a whole solution formula), whereasveragereproduces the degree to which
a sufficiency or necessity relationship (or a whole solufammula) accounts for
the behavior of the corresponding outcome. More explicitig consistency of a
sufficiency relation” — Z is defined as the ratio of the number¥ofZ-cases to
the number ofY’-cases in the analyzed d&ta he coverage o — Z is defined
as the ratio of the number af«Z-cases to the number &f-cases. Often, this no-
tion of coverage is more specifically callesv coveragein order to distinguish it
from so-calledunique coveragahich measures the degree to which one particular
conjunction of factors uniquely covers a correspondingauie (cf. Ragin 2008,
63-68). That is, the unique coverage}of— Z is the ratio of the number df «Z-
cases that, apart froiri, do not feature any other sufficient conditionsfo the
number ofZ-cases. (For convenience, byveragewne subsequently always refer to
raw coverage.) Moreover, aSis sufficient forZ if, and only if, Z is necessary for
Y, consistency and coverage are defined reciprocally forsségerelationships:
the consistency of a necessity relation is equal to the egeecof the corresponding
sufficiency relation, and vice versa for coverage. Wheraledewe shall subse-
quently speak obuf-consistency/coveragnd nec-consistency/coverade keep
these notions apart. Against this conceptual backgrouadinR2006) shows that
by lowering the thresholds for consistency and coveragevwbeiaximum values,
solution formulas are rendered amenable to a causal ietatfun even if they do
not exhibit strictly sufficient or necessary conditions &ocorresponding outcome
(cf. also Ragin 2008, ch. 3).

These techniques for handling noise in configurational,dakéch are mean-
while well established in the framework ¢JC A, are directly transferrable to
C'N A. By lowering the suf-consistency threshold to a non-makimtuek, CN A
is authorized to treat a configuratidnas sufficient for a facto#, even if only a ra-
tio of £ among all®-cases also featurg. Similarly, by lowering the suf-coverage
threshold (which is tantamount to lowering the nec-coesisy threshold)C' N A



can treatd as necessary far, even if only a ratio oft among allZ-cases also
feature®. To illustrate, suppose the disjunctidy + @, is present in80% of
all Z,-cases in a given set of configurational data. Hedge+ @, is not strictly
necessary fozy, i.e. there areZ;-cases not accounted for W, + ®,. If the
suf-coverage threshold fab; + &5 — Z; (or equivalently, the nec-consistency
threshold forZ; — ®; + ®5) is now lowered ta0.8, C N A nonetheless treats
®; + &, as necessary far;. To test whethed; + ®5 is moreover minimally
necessary fo#Z;, C N A then proceeds to eliminating disjuncts fram + &, and
checking whether the remaining disjunct still accounts&@¥ of the Z;-cases.
®, + P, is minimally necessary fo#; if, and only if, neither®; nor ®, alone
have the same suf-coveragedas+ ®.

Lowering consistency and coverage thresholds in light a§yndata must be
done with great caution. In th@C A literature, usually, only lowest bounds are
provided for suf-consistency thresholds. For instancéngicler and Wagemann
(2010) recommend a lowest bound®75 for suf-consistency. We contend, how-
ever, that there are good reasons to impose lowest bounelssaffbr suf-coverage
of whole solution formulas as well. The suf-coverage of aisoh formula being
low means that it only accounts for few instances of an outcofr differently,
in many cases where the outcome is given, there are causexlathat are not
contained in the set of measured factors. However, unmedsauses are likely
to confound the data. The existence of potential confoundasts doubts on the
causal interpretability of all other dependencies suingjsh the data, even on de-
pendencies of perfectly consistent sufficiency. For unodletd causes might be
covertly responsible for some of the dependencies mairiiféiseé data. That is, the
more likely it is that our data is confounded by uncontroltedises, the less reli-
able a causal interpretation of resulting solution forraut@comes. In our view,
suf-coverage of solution formulas should be used as a me&suhe likelihood of
confounding. The higher the coverage, the less likely iDbees that we are fac-
ing data confounding, the more reliable a causal interpogtaf resulting solution
formulas. We hence submit the same lowest bound for sufrageeof solution
formulas as usually imposed on suf-consisteri:ys.

Now we are in a position to apply N A to the truth-tableT,, (cf. table 1). As
A (high rate of old xenophobia) reproduces voting behaviamfthe 1970s while
the other factors iff; are anchored in later periods of time, none of the latter can
be causes off. Moreover, prior theoretical knowledge determines thatdhuses
of a strong traditional economic sectdr)(are not among the factors assembled
in Tas. That is,A andT are exogenous iffy;. The set of endogenous factors in
Twm hence is thisW,, = {L,S, X, M}. In addition, based on considerations of
temporal ordering it can be excluded thidt (acceptance of minaret initiative) is a
cause ofLL (strong left parties)S (high share of people natively speaking Serbian,
Croatian, or Albanian), an& (high rate of new xenophobia); similarly can be
excluded as cause afandS. In sum, we can impose the following causal ordering
on the factors iv;;:

AT <5, LS <, X <, M.



Thus, we only employ”’ N A to search for minimally sufficient and necessary
conditions of the factors iWV,,, in accordance with<, . For brevity, we sub-
sequently confine ourselves to analyzing the causal stagtehind the positive
factors in7,,. Also, we are going to illustrate the operation(@iV A by means of
a few exemplary calculation steps only (for more detailedgsitations ofC' V A cf.
Baumgartner 2009a; forthcoming). First, let us implem@nt A to find sufficient
conditions of L among its candidate causes7fy,. A sufficient condition ofL is
a condition that is co-instantiated (or combined) withbut not with/ in 73;. In
virtue of <, , the candidate causes bfin 7,; are A, S, andT'. The first row of
Ty that contains an instance 6éfis row c3. In that row,L’s candidate causes are
configured as followsaxs«t. Is that configuration a sufficient condition b? That
is not the case becau$g; also contains a row in whiclss«t is combined with,
viz.row ¢;1.° The first row of 7, that actually features a sufficient conditionof
is cg. Here, L is combined withAxs«t and no other row off;; containsAxsxt in
combination withl. Row c;9 comprises another sufficient condition bf a«Sxt.
These are the only two sufficient conditionsioin 7,,.

Next, C N A minimizes the sufficient conditions diagnosed in the presistep
by systematically eliminating conjuncts and testing whetthe remaining con-
junctions are still sufficient for corresponding outcomiésd«sxt is reduced by,
we are left withs«t. Thats«t is not sufficient forL is exhibited in rowc;; which
featuress«t in combination withi. Therefore,A cannot be eliminated from«sx«t
without loss of sufficiency. Eliminating leaves us withA«t, which again is no
longer sufficient forL, for in co A«t is combined withl. Finally, eliminatingt
from Axs«t yields A«s which is no longer sufficient foE either, for A«s is com-
bined with! in row c;. Overall, as no element ofx«s«t can be eliminated without
loss of sufficiencyAxs«t is diagnosed to be minimally sufficient férby C N A.
The same holds fou«S«t: every elimination of an element from that sufficient
condition of L induces a loss of sufficiency; henee,S+t is minimally sufficient
for L. By contrast, compare this to the sufficient conditidd S+t of X given in
row cs. If we eliminateA from this condition, we are left with-S«t, which is not
combined withz in any row of7;,. That meang«S«t is itself sufficient forX, i.e.

A is redundant. Moreover, removirtgfrom [S«t leaves us with«t, which also
is not combined withe in T;;. Thus,l«t is itself sufficient and, in fact, minimally
sufficient for X

In the same vein(’ N A identifies minimally sufficient conditions for the other
factors inWr,, according to<, . Overall, the first part of & N A-analysis of7,,
yields the following minimally sufficient conditions of treembers oV,

minimally sufficient conditions:
Assst , axSxt

Axlst , A<L«T

A«LT | Ist, S

I, S, T, X

T X o
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CN A now proceeds to building necessary conditions for the etésraf\W -
by disjunctively concatenating their minimally sufficiaanditions. In case of our
truth-table7,,, it turns out that + S + T + X is in fact a perfectly consistent
necessary condition fak/, for it holds that whenevel is given, so is at least
one of the disjuncts ih + S + T + X. By contrast, neither«s«t + a«Sxt is
consistently necessary fdr, nor A«lxt + A«L«T for S, nor A«L«T + I+t + S
for X. That means there exist factors that are causally relegahé elements of
W, which we do not control (measure) in our study. Put diffdsgiatur data does
not allow for (suf-)covering all the instances bf S, and X. The following list
exhibits the degrees to which the minimally sufficient ctinds identified above
cover the elements &V in Ty;.

Asxsst + axSxt — L (Cov : 3/9 = 0.333) 1)
Adlst + AsLsT — S (Cov : 6/17 = 0.353) )
AL T+ 1st + 85 — X (Cov : 18/19 = 0.947) 3)
I+S+T+X—>M (Cov:22/22=1) 4)

It is evident from this list that our data provides no basisatgbever for cover-
ing L and S to an informative degree. There are simply too many causestbf
L and S that we do not control in our study, which means that theilikald that
the data in tabl€,, is confounded with respect tb and S is very high. Plainly,
this finding is not surprising, for, after all, we did not setleur factors with either
L or S as ultimate outcomes in mind. As a consequence, we absteindausally
interpreting both (1) and (2) and, henceforth, tréand.S as exogenous relative
to 72,.1° The case ofX is different. The minimally sufficient conditions &f we
identified above account for 18 of 19 cases featufihgBy all standards of Bool-
ean causal modeling the resulting suf-coverage of 0.94&rfegtly acceptable.

This leaves us witlX and M as endogenous factors. Correspondingly, (3) and
(4) are the two disjunctions of minimally sufficient condits we pass on to the
second phase of ouf' N A analysis. As we have seen above; S + T + X is
a perfectly consistent necessary condition fér By lowering the suf-coverage
(or equivalently, the nec-consistency) f&rto 0.947 we allowC' N A to also treat
A«L«T + I+t + S as necessary condition fof. Next, C N A systematically elim-
inates disjuncts from these two conditions and tests whetigesuf-coverage (or
nec-consistency) of the remaining disjunctions is ther&fgcted. If, and only if,
such eliminations of disjuncts do not lower the suf-coverégec-consistency) of
the remaining disjunctions, the eliminated disjuncts adgundant and, hence, not
part of a minimally necessary condition of the correspogdintcome. The follow-
ing list comprises all possible ways of reducing (3) by orgutict and indicates
resulting suf-coverages.

i +S = X (Cov:18/19 = 0.947) 5)
AT +S = X (Cov : 17/19 = 0.895) 6)
AsLsT + st — X (CO’U : 7/19 = 0368) (7

As can easily be seen from expression (5), eliminatind.«T" from (3) does
not negatively affect the resulting suf-coverage. That.is,+ S covers the in-
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stances ofX just as well asA«L«T + I+t + S. In other words,A«L~T makes no
difference toX over and abovét+ .S and is thus redundant. As causes are defined
as difference-makers for their effects (cf. Mackie 1974)L«T is thereby shown
not to be a cause of. By contrast, eliminating any of the other disjuncts from
(3) results in suf-coverage drops. That shows that batland S are needed to
account for a maximal amount of the cases featusha 7, or differently, that
neitheri«t nor S is redundant in (3). Both« and S are difference-makers foX.
While eliminatingi«t only mildly lowers the suf-coverage, eliminatitsgresults in
a total suf-coverage collapse. The reason for this is $hhas by far the highest
unigue coverage of all disjuncts of (3): the unique coveraigs is 0.579, while
the unique coverage éft is 0.053 and the unique coverage dfL+«T is 0. That
is, S is by far the most important condition fof, whereasA«L«T', which never
uniquely coversX, makes no difference t&. Since every further elimination of
disjuncts from (5) negatively affects suf-coverage valdes§ A concludes that (5)
features a minimally necessary disjunction of minimallyfisient conditions of
X.

Next, the same redundancy testing is repeated for (4). Bexedrresponding
list with possible reductions of (4):

TH+X—->M (Cov:22/22=1) (8)
l+S+X —>M (Cov:21/22=0.955) 9)
I+S+T—M (Cov:2l/22=0.955) (10)

T — M (Cov:13/22=0.591) (11)
X =M (Cov:19/22=0.864) (12)

(8) reveals that removing and .S from (4) does not lower the suf-coverage for
M at all. Hence, botti and.S make no difference td/ over and abovd” + X.
As we shall see below, and S only have an indirect influence ol/, one that
is mediated viaX. Expressions (9) and (10) exhibit that eliminating eitfieor
X from (4) yields suf-coverage drops. Finally, (11) and (1#)ws that eliminating
further factors from (8) comes with decreased suf-covevagiees as well. Overall,
it follows that of all the disjuncts of (4) only” and X are difference-makers for
M. CN A hence eliminates bothand S from (4) and issue% + X as minimally
necessary disjunction of minimally sufficient conditioris)\@, as expressed in (8).

Finally, C N A conjunctively concatenates the minimally necessary désju
tions of minimally sufficient conditions of the endogenoastérs and issues the
resulting conjunction(s) as solution formula(s). In theeaf our study of the Swiss
minaret vote,C'N A outputs exactly one solution formulaiz. the conjunction of
(5) and (8):

(lst+S—=>X)«(T+X - M) (13)

The overall suf-coverage of (13) amounts to the lowest suerage value of its
conjuncts, which i9.947 of (5). Furthermore, (13) has maximal suf-consistency,

i.e. 1, for all of its disjuncts amount to minimally sufficient catidns in the strict
(logical) sensé?
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Hence, relative to the configurational data in truth-table, C N A infers that
the minaret ban was accepted in cantons that had alreadysexddother recent
xenophobic initiatives X — M) or that feature a traditional economic structure
(T — M). In addition,i«t andS have an indirect influence ol that is mediated
via X . High rates of new xenophobia tend to be given in contextsfdaaure weak
left parties without a traditional economic structutet (— X) or a high share of
people natively speaking Serbian, Croatian, or Albantany{ X).

This result supports the initial hypothesis thatXifhas an influence on/, it
figures as an intermediate link on a causal chain from theenaggs factors td/.
Likewise, a number of the explanatory conjectures sketchesiction 2 receive
confirmation. For instance, the causal relevancg fdr X and, viaX, for M ex-
hibited in (13) confirms the explanation from culture claSimilarly, as left-wing
parties tend to be weak in those cantons whose politicabdise is dominated by
right-wing parties, the relevance bfor X and by mediation oX for M confirms
the explanation from political campaigning. (13) also dates the explanation
from powerlessnesd’ has a direct effect on/. By contrast, the explanation from
old reflexes is not confirmed by our study: the factbmakes no difference to
either X or M and, therefore, drops out as redundant. This result is isimgy
as it conflicts with the presumption that the current xendghanovement carries
on the heritage of its predecessors from the 1960s and 7@sac¥erding to our
analysis, new xenophobia is not directly tied to old xendyho

A possible explanation for the absence of a causal path fidrtroaew xeno-
phobia might be that Switzerland has undergone at least tifeyeht phases of
immigration each of which affected different contexts. Ifirat phase after the
Second World War, the expanding industrial sector was ia d@ed of workforce
which then immigrated mainly from southern European caestsuch as Italy,
Spain, and Portugal. The opposition against this immignaprincipally came
from two xenophobic movements: tiationale Aktion fur Volk und Heimaind
the Republicans both of which had their roots in urban and industrialized-ca
tons. By the mid 1990s, the native population in these reginight have adapted
to the presence of foreigners from southern Europe, who Veérg well inte-
grated into the Swiss society. In consequence, these soaiatconomic contexts
were less susceptible to the xenophobic mobilization afjadire second phase of
immigration that began in the aftermath of the economicisiis the 1970s (cf.
Skenderovic and D’Amato 2008). In the 1980s and 90s, peapigigrated mainly
from the successor states of Yugoslavia and from Turkey.t@most part, they
were employed in the agricultural, the tourism, and in theise sector. Further-
more, the refugees that came to Switzerland in the 1990dldedm the civil
wars in Ex-Yugoslavia were proportionally distributed ptlee Swiss cantons (cf.
Gross 2006a; 2006b). In consequence, geographic regiomsaffected by this
second phase of immigration that had been unaffected byrgteThe xenophobic
mobilization of the 1980s and 90s primarily came from 8wiss People’s Party
which originated from agricultural cantons (cf. Skendéc®009). Thus, it could
be that there is no causal connection between old and newpkeb@ because
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the corresponding movements had their roots in differengggphic, social, and
economic contexts and opposed different sorts of immignati

Since the main focus of this paper is on methodological ssue abstain
from further pursuing the question as to the proper expiandor the unexpected
finding that A is no difference-maker foX. What is important for our purposes
is that (13) is a causal model that, overall, squares nicdly tlweoretical expec-
tations, which have it that the factors in the §et L, S, T, X} not only directly
contributed, in one way or another, to the outcome of the Smimaret vote {/)
but also that there are causal dependencies among thosesfdmselves. (13)
specifies minimally sufficient conditions that moreovereaothe two endogenous
factors X and M to a very high degree. Thus, by all standards of configuration
methods (13) is a good candidate for an adequate model ofailak structure
behind the Swiss minaret vote. A configurational method asahanalysis should
find that model.

4. THE QCA ANALYSIS

In this section, we analyzg,; by means of)C A. In particular, we are going to
investigate whethe)C A finds the chain model (13). As indicated in section 2,
we confine our analysis to crisp-0tC' A (csQC A). We assume that the reader is
familiar with the procedural details ekQC A (cf. Ragin 1987; 2008; Rihoux and
Ragin 2009). In what follows, we only discuss those comjmutat parts ofQC A
that are relevant for our purposes.

First of all, it must be noted that all currently availablessh strategies of (all
variants of)QC A—that range from conservative to liberal (cf. Ragin and Stinn
2005)—treat exactly one factor in an analyzed truth-takl®eatcome and all re-
maining factors as potential causes (conditions). In lfhthis, it is clear from
the outset thaf)C' A will never assign a causal chain, i.e. a structure with rpidti
outcomes, to a truth-table. In its current stape; A is designed to uncover causal
structures featuringxactly oneeffect and, hence, does not search for chain models
with multiple outcomes to begin with (cf. Baumgartner fadiming).

That however does not mean th@tC' A could not be amended by a further
search strategy that might indeed find causal chains. Iicpkat, it may be argued
that a subdivision of causal chains into their separaterdayilds causal sub-
structures that are amenable tstapwiseQC A analysis. Indeed, Schneider and
Wagemann (2006) suggest a stepwise applicatioQ@fA to remote and proxi-
mate conditions of an outcome in order to distinguish amehgyant background
contexts in which proximate conditions are causally effmag. Even though this
so-calledTwo-Stepapproach is not designed to uncover causal chains, a suitabl
adaption of Two-Ste)C A for multiple outcomes might be proposed as a new
QC A search strategy to process chain-generated’datéore concretely, a con-
ceivable strategy to find (13) by means@f’ A might be to run two iterativ€)C' A
analyses off, the first withM/ as outcome and the second withas outcome.

In order to determine whether such an iterative search nmgleed model;,
in terms of a causal chain some preliminaries are requireost Mf all, the com-
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putational core ofQC' A, which is constituted by Quine-McCluskey optimization
(Q-M), must be clearly understood. Q-M is a standard Boofgacedure to min-
imize truth-functional expressions (cf. Quine 1958)C' A makes use of Q-M to
eliminate redundancies from sufficient and necessary tiondj i.e. to identify
minimally sufficient and necessary conditions. The openali details of Q-M are
best presented by means of concrete examples.

Let us hence minimize an exemplary sufficient conditiod6fn 7, by virtue
of Q-M. The configurationd«[«S«T«X, which is combined with\/ in row ¢y, is
sufficient for M, becausey;; does not contain a row wher«[«S«T«X is com-
bined withm. To determine whetheA«xS+T«X is not only sufficient but also
minimally sufficient for M, Q-M parses the input tablg,; to find other rows that
accord withey in regard to the outcome and all other factors except for &ueh
a row with exactly one difference is easily found. dn M is combined with the
configurationA«[«S«t+ X, which accords wittd«/+S+T« X in all factors except for
T. The pair of rows(cy, c2) reveals that, in the context of«/+S«X, M occurs
both if T" is given and if it is not. In that contexfl’ makes no difference td/.

It is redundant to account fav/. Therefore, Q-M eliminate®’ from AxlxS«T+X
andt from Ax«l«Sxt«X to yield A«lxS«X. Similarly, the configuration in rowe;
coincides with the one in row in all factors except fofl” which is present irg
and absent in;. Consequently, Q-M remové&sandt from the corresponding suf-
ficient conditions ofM to yield: A«L«S+X. Next, since a comparison of the two
sufficient conditions,A«xS«X and A«L«xS«X, that result from the two previous
minimization steps reveals thAtmakes no difference td/ in contexts that feature
A«S+X, Q-M continues to eliminatéand L, respectively.

The feature of this minimization procedure that will be ai@al importance
for the sequel of this paper is that Q-M only eliminates caonjg of a sufficient
condition if the corresponding truth-table actually camsaa pair of rows that ac-
cord with respect to the outcome as well all factexeept for onelf such a pair
of rows does not exist for a particular sufficient conditidhe latter cannot be
further minimized. To facilitate later reference to thistrection, we label it the
one-difference restrictian

In light of the one-difference restriction, reducing therqaexity of sufficient
conditions by means of Q-M to a substantial degree, obwopsesupposes that
the analyzed truth-table exhibits high diversity with respto the logically pos-
sible configurations of potential causes (conditions). <iber, for example, row
c11 Which features\/ in combination with the configuratiosl«s«t«X. As there
iS no row inTy; whereaxlxs«t«X is combined withm, a«l+s«t+«X is sufficient for
M. However,T); does not contain a row that accords with with respect to the
outcome and all conditions except for one. Thus, it is nosiiids to eliminate re-
dundancies frona«l«s«t+«X based on the configurations containedjn. The data
diversity counts asimited in the QC A framework if not all2™ logically possible
configurations of: conditions of an investigated outcome are contained inethes
data (cf. Ragin 2000, 139). Logically possible configunagithat are missing from
analyzed truth-tables are termiegical remainders
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Social scientists are inevitably confined to the variety ades social reality
and history happen to provide for them. Accordingly, theaddivversity may be
limited for a host of different reasons. A particular confafion may be missing
due to mere historical contingencies or because it is indamgirically impossible
or excluded. Of course, the reason why a configuration isingfsom the data
cannot be read off that data itself. A compléé¢’A analysis of limitedly diverse
data, hence, calls for recourse to other sources of evidemabe first instance,
to prior theoretical knowledge about the causal dependsrainong investigated
conditions and outcomes. Such theoretical background letlgg may have dif-
ferent implications for whether or not logical remaindensiid possibly have been
instantiated in analyzed cases and for the values the oe@aould have taken,
had remainders in fact been observed. That means backgtoeodes may have
different ramifications focounterfactual caseslo do justice to these differences
in background knowledge, Ragin and Sonnett (2005) diskamgthree different
strategies researchers may adopt when analyzing limitdidérse data. Accord-
ing to the first and most conservative strategy—calb-it—, logical remainders
are taken to be excluded (or false), i.e. relevant backgrdumowledge tells the
researcher that corresponding remainders could undercuntstances have been
observed. As to the second, intermediate strate§y—, remainders are deter-
mined to be empirically possible by background knowleddeictvmoreover sup-
plies enough information to decide which values an invastid outcome would
have taken, had a pertaining remainder in fact been obsefvigdlly, the third
and most liberal strategy<Ss—treats remainders as so-callgoh't carecases, i.e.
as empirically possible cases for which outcomes may beosehichever value
yields the most parsimonious solution formulas. In the teatogy of QC A, don't
carecases are said to be availablesamplifying assumptions

An iterative QC A search strategyS for causal structures with multiple out-
comes can be construed from either of the existing searategtesS; to Ss;. Cor-
respondingly, we shall label iterative applicationsSef S, andSs with the aim to
analyze a truth-table in regard to multiple outcomgs ¢S,, andiSs, respectively.
In order to compare the solution formulas assigned to t@pleby those iterative
QC A search strategies with the solution formulalo¥ A, we presuppose the same
causal ordering<,,) as we did for the” V A analysis. Moreover, we impose the
same consistency and coverage thresholds. Apart from einigatihe comparabil-
ity, this allows us to abbreviate th@C A analysis of7;,;. We have already found
in the previous section that the data recorde@jndoes not coverl, and.S to a
sufficient degree. Hence, we can confine€A analysis to the outcome’s and
M. According to<r,,, M is the ultimate outcome which, in turn, can be excluded
as possible cause &. Hence, in a firsQQC A iteration M is treated as outcome
and the factors if A, L, S, T, X'} as conditions, whereas in a second iteration
is treated as outcome and the factorg i L, S, T'} as conditions.

Let us first implement that idea based on the conservativelsastrategyS; ,
i.e. we first applyiS; to Ty,. If QC A treats all logical remainders as excluded and,
consequently, does not use any of them for minimizatioresstlificient conditions
of M contained inT;; cannot be substantially optimized. Moreover, to reach a
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perfect suf-coverage—as we did for alrV A-model of M—a complex array of
alternatives must be admittedS; produces the following solution formula fax :

AxS*X + AxLxtx X + axs¥Twx + LxS¥tx X + lxsTxx + I+ ST+ X + axlxsktxX — M (14)

Just as th&' N A solution formula we found in the previous section, (14) ezsp
<r,, and has a suf-consistency and suf-coveragé.ofThe correspondings;
solution formula forX as outcome is this:

(15) is maximally suf-consistent and cove¥go the same degree as (8iz.0.947.
Overall, the conjunction ‘(15)14)’ is the complex solution formula thas;
assigns td7,,. Against the background of our considerations in the previsec-
tion it is clear that both (14) and (15) feature a host of reldunties. For instance,
table7,, does not contain rows in whichi, 7', andX are combined withn. Thus,
S, T, and X are themselves sufficient far/. NeverthelessQ)C A cannot further
optimize the causal model fav/ by virtue ofiS; because Q-M imposes the one-
difference restriction which prohibits further optimiats without supplementing
Tar by a significant amount of counterfactual cases as simpifgissumptions.
Indeed, it turns out tha®)C A only succeeds in eliminating all redundancies
from the solution formulas foX and M if it is allowed to treat all logical re-
mainders in7,; asdon't carecases. That is, the intermediate search strat8gy
produces solution formulas fof and M whose complexity is somewhere between
(5) and (8), on the one hand, and (15) and (14), on the otherbiewgity, we do
not discuss the details of a8, analysis of7;; and directly turn taSs.23 As indi-
cated above, this maximally liberal search strategy intced all required logical
remainders as simplifying assumptions and sets the camegpy outcome(s) to
whichever value(s) yield(s) the most parsimonious sotufaymula(s). IfQC A is
iteratively run on7,, by first treatingM and thenX as outcomes, it in fact pro-
duces the exact same models #drand X asC'N A, viz.(8) and (5). A conjunctive
concatenation then yields the same overall solution foanastC N A (with a total
consistency of and coverage di.947):

(st + 8 — X)* (T + X — M) (13)

An iterative application of)C A based on a search strategy that treats all log-
ical remainders adon't carecases hence assigns the same causal chain model to
table7a, asC N A. This finding raises the question whetlig€’ A can be rendered
applicable to chain-generated data by simply supplemgiitirith a further itera-
tive strategy in the vein afS3. In the remainder of this paper, we are going to show
that aniSs analysis of chain-generated data has at least two decisiadvdantages
compared to a correspondidgNV A analysis.

First, treating all logical remainders den’t carecases amounts to introducing
numerous configurations of analyzed factors as simplifgsgumptions for which
there is no empirical evidence. It goes without saying thethmdologies of causal
discovery implemented in empirical disciplines shouldydo¢ allowed to reason
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counterfactually as a last resort. And as we have seen iiBestit is not the case
that the causal dependencies among the factdfg;inan only be completely mini-
mized if counterfactual simplifying assumptions are mdddact, C N A manages
to eliminate all redundancies from those dependenciesoutithounterfactually
introducing configurations that are not contained/j at all. That is, recourse
to counterfactual reasoning can be avoided, and accoydingl methodological
grounds, should be avoidéd.

Second, what is even more disadvantageoug)0r is that:S3; manages to
completely eliminate redundancies from the dependendissificiency and ne-
cessity among the factors i, only at the price of assuming at least dogical
contradiction We explicitly speak ofogical contradictions here in order to empha-
size that the assumptiori§; needs to eliminate redundancies from chain models
are not to be confounded with what are caltamhtradictory simplifying assump-
tionsin the QC A literature. A ‘contradictory’ simplifying assumption i as-
sumption to the effect that a configurati®(of remainders) is combined with both
the presence and the absence of an outcBmélowever, assuming thdt can be
combined with bothZ; andz; is not contradictory in the (original) logical sense of
the term—i.e. false/unsatisfiable on purely logical grasrdbut merely entails that
® is neither (consistently) sufficient faf; nor for z;.1> Accordingly, ‘contradic-
tory’ simplifying assumptions only have mildly negativdests for corresponding
QC A studies, for example, they tend to bring down suf-coveraees. By con-
trast, as we shall see below, the assumptidhgrequires to find chain models are
contradictory in the strict logical sense of the term; andespondingly, they give
rise to a very serious problem f@C A.

The detailed proof of this will involve some intricacies tive basic proof idea
is simple: in order to completely minimize the sufficient aretessary conditions
of M and to find the second conjunct of the chain model (I&),A must assume
at least one configuratiob of remainders to be (empirically) possible that is deter-
mined to be impossible (or excluded) by the first conjunctl@)yin consequence,
in the second iteration @@C' A induced byiSs, which minimizes the sufficient and
necessary conditions &f and finds the first conjunct of (13)S3 must assume that
® is not possible after all, i.e. it must assume the negatich. @verall, QC' A can
only find (13) at the cost of assuming the logical contradictb «+ =® which as-
sumption, of course, entails anything, i.e. not only (13} &so the negation of
(13) and, thus, trivializes the wholé&s analysis of7y,.

To carry out that proof idea we show that to idenfifyas minimally sufficient
condition of M, as expressed in the second conjunct of (£B);A must assume
that at least one configuration of remainders is possibled—#mus, can be coun-
terfactually introduced—which is determined to be impblesby the first conjunct
of (13). QC A isolatesT” as minimally sufficient condition af/ by means of Q-M,
which, as we have seen above, takes a complex sufficientt@ondf M involving
all of the other factors if7;; as input and successively optimizes that condition by
contrasting it with other sufficient conditions &f that differ in exactly one factor.
Independently of which complex sufficient condition/af Q-M starts from, in or-
der to end up withl” as minimally sufficient condition, the last optimizatiorest
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of the successive Q-M optimization must be based on one dbtlosving 4 pairs
of sufficient conditions of\/ with exactly on difference:

(S«T, s+T) (16)
(T+X, Txx) 17)
(L«T, 1+T) (18)
(AT, axT) (19)

If a truth-table contains the two configurations containedl1i6) in combination
with M, Q-M infers thatS ands, respectively, make no differenceé in contexts
whereT is given. Therefore, Q-M eliminateS from the first ands from the
second element of (16) and ends up withas minimally sufficient condition of
M. Analogously, based on the configurations in (17) to (19) @livhinatesX
andz, L andl, and A anda from corresponding sufficient conditions—in each
case ending up witl” as minimally sufficient condition fod/. Q-M can only
establishT” as minimally sufficient forM via one of the pairs of configurations
(16) to (19).

To arrive at the first configuration in the pair (16), i.eSaf", X (among other
factors) must antecedently be shown to be redundant in thtextoof S«T". To this
end, Q-M needs a pa{S+T«X+«..., S¥T«z«...), where the dots can be filled by
any configuration of the remaining factors;. The second configuration in this
latter pair,viz. S«T'«x, is not contained irV,,. Accordingly,iS3 must counterfac-
tually introduce that configuration (as simplifying assuimm). However, the first
conjunct of (13) determines thétis sufficient forX (i.e. wheneves is given so is
X). Thatis, the first conjunct of (13) entails that the confadion S«T'«x is impos-
sible and, thus, cannot be counterfactually introduceatther words S=T'«a con-
tradicts the first conjunct of (13). In close analogy, tovart the second configu-
ration in the pair (17), i.e. af’~xz, S must antecedently be shown to be redundant
in the context of7'«z. To this end, Q-M needs a paif«Tszx. .., s«Txxx...).
Again, it turns out that to obtain the pair (193 must counterfactually introduce
the configuratiort«T«x which is determined to be impossible by the first conjunct
of (13).

Furthermore, to arrive at the pairs (18) and (19)and X must antecedently
be shown to be redundant in the contexts of the configurationtained in those
pairs. Yet, by the same token, this can only be accomplishedrifigurations
are counterfactually introduced that are determined toni@ossible by the first
conjunct of (13). To see this, consider the first configuratiothe pair (18), i.e.
L«T'. Q-M can only arrive af.«T" via one of the following pairs:

To arrive at (20), configurations must be introduced thaivalfor antecedently
eliminatingS. Accordingly, to obtain the second configuration in (20, L«T «x,
the pair(L«S«Txxx ..., LxssTxx«...) is required. The configuratioh«S«T«x,
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however, contradicts the first conjunct of (13) which defess.S to be sufficient
for X. Likewise, to obtain the first configuration in (2Niz. L«S«T, the pair
(LSxT+Xx..., L«S«Tsx«...) is required, which involves a configuration that
is entailed to be impossible by the first conjunct of (13). aflin to arrive at the
first configuration in (22), Q-M needs to antecedently elatébothS and X from
AxL+T. To this end, Q-M requires one of the following pairs:

To obtain the second configuration in (28)z. A«L«T'xz, the pair(A«L«S«Txx,
AxLxs«Txx) is required. YetA«L+S«T'xx is impossible subject to the first con-
junct of (13). And to arrive at the first configuration in (24)z. A«L+S+T, the
pair (A«L«S+T+X, A«L«T+Sxz) is called for, which again is incompatible with
the first conjunct of (13).

Finally, it is plain that what we have now shown for the firshfiguration in
the pair (18) can equivalently be shown for the first configarain the pair (19),
viz.for A«T'. To this end, simply substituté«1" for L«T" in the previous paragraph.
For the very same reason wisyand X cannot be eliminated from configurations
featuring L+T" without contradicting the first conjunct of (13%, and X cannot
be eliminated from configurations featurindy7T" without contradicting the first
conjunct of (13).

All of this demonstrates thaC A cannot obtain either of the pairs (16) to
(19), and thus cannot establighas minimally sufficient condition o/, without
assuming at least one configurati®n(of remainders) to be possible which is de-
termined to be impossible by the first conjunct of (13). Acliogly, when it comes
to finding the first conjunct of (13) in a second iteration( g’ A along the lines of
1S3, ® must be assumed not to be possible after all, i.e. the negati® must be
assumed—otherwiséyt and.S would not turn out to be sufficient fak. In sum,
QC A can only find (13) by, in a first iteration, assuming that thefiguration®
is empirically possible, and in a second iteration, assgrtfiat the configuration
® is impossible, i.e. by overall assuming the logical coritéah & * —d.

It is not surprising thatyC A finds (13) by assuming a logical contradiction.
Everythingfollows from a logical contradictionei falso quodlibgt Hence, from
® x —® any other solution formula can equally be inferred, whidhcaurse, triv-
ializes the abovéSs analysis of7y,. Or to put the problem in slightly different
terms: after having found the solution formdla+ X — M and, thus, after hav-
ing counterfactually introduced the configurati®rin a first iteration ofiSs, what
reason could a researcher have to then, in a second iterstilpmate that the con-
figuration® is impossible after all? The only conceivable answer is shatwants
to find’ a particular causal chain from the beginning. Us@éM, this goal cannot
be reached on the basis of a consistent set of empirical dégeace, theQ)C A
researcher is forced to introduce a logical contradictemreaich her predetermined
goal. What is crucial here is th&@)C' A does not infer the chain model from a
consistent set of empirically possible data points, i@nfthe data, but from the
contradictory assumptive basis only.
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Moreover, this problem is not due to some peculiarity7ef, but generalizes
for all iterative QC A analyses of chain-generated data. In order to eliminate all
redundancies from the sufficient and necessary conditibtteailtimate outcome
Z; of a causal chain, the logical remainders in a correspontirig-table must be
treated aslon’t carecases, which means that the conditiongpfay be set to any
logically possible configuration. This, in turn, means tQet A treats those con-
ditions asndependenin the course of identifying difference-makers 5. How-
ever, when—in a further iteration—the dependencies of@affty and necessity
among those conditions are then themselves minimized, rthest no longer be
treated as independent; otherwise, of course, all depereteamong them would
vanish. That is, a firs€)C A iteration for the ultimate outcome of a causal chain
assumes that the remaining factors in the data are indepgndeereas subsequent
iterations assume that they aretindependent.

5. DISCUSSION

The main result of this paper is methodological. We have searC N A has ad-
vantages ovef)C A when it comes to properly analyzing configurational data tha
stem from causal chaing)C A’s reliance on Quine-McCluskey optimization as
a tool to eliminate redundancies from sufficient and neecgssanditions yields
that QC A needs to impose the one-difference restriction. This, in,tentails
thatQC A can only completely minimize relationships of sufficienoyganecessity
if analyzed truth-tables featurZ* combinations ofn potential cause factors (or
conditionsin the QC A terminology), i.e. if those potential cause factors are mu-
tually independent. However, causal chains inherent§atéothat independence
requirement, for it is the characteristic feature of chalra there are not only de-
pendencies among the ultimate outcome and its potentialesabut also among
the latter themselves. Therefore, any iteraf#d A search strategy can only com-
pletely eliminate redundancies by assuming that the pates#tuses7,, . .., Z) of
an ultimate outcome’; are mutually independent, when minimizing the sufficient
and necessary conditions &f, and by assuming thdf,,..., Z, are not inde-
pendent, when minimizing the relationships of sufficienogl mecessity among
71, ..., Zy themselves.

By constrast, a§’ N A does not eliminate redundancies from sufficient and nec-
essary conditions by means of Quine-McCluskey optimipati&V A is not forced
to impose the one-difference restrictiacdN A can completely minimize relation-
ships of sufficiency and necessity without assuming thatesfactors are both in-
dependent and not independefitlV A eliminates redundancies from sufficient and
necessary conditions based on a minimization procedutrsubaessfully uncovers
chainlike structures without recourse to counterfactaasoning and, in particular,
without counterfactually introducing logical remaindels consequence, N A
infers a chain model from a given data input, it does so basatiedata and not
based on contradictory assumptions. We take these to beideeaidvantages of
CNA overQCA.
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Apart from this result on the methodological meta-levet gaper, of course,
also has corollaries on the social scientific object-le@ir exemplaryC' N A anal-
ysis of the structure behind the Swiss minaret vote yieldsusal modelyiz. (13),
which complements the existing literature on the causelseoftviss minaret ban.
While Hirter and Vatter (2010) investigate the factors tthetiermined the outcome
of the vote by means of a follow-up survey, a so-caN&dX-analysis of around
1000 people that are entitled to vote, i.e. on the level olviddals, our study
focuses on the voting behavior on the level of cantons—winegrity, in com-
bination with the majority of votes cast, is decisive for ffassing of initiatives in
Switzerland. Still, our results agree in interesting respavith the results of the
individual-level studies.

For instance, in light of the VOX-analysis, Christmann, Banand Kromler
(2011) emphasize the relevance of political campaigninigot the left-wing and
the right-wing parties for the outcome of the vote. Vatteilidland Hirter (2011)
argue that the key to the acceptance of the minaret ban wiaisstsapporters suc-
ceeded in transforming a legal issue regarding the cortruof minarets into a
fundamental ideological matter of protecting Switzerlaghinst allegedly dam-
aging exterior influences (Vatter et al. 2011, 169). Moreoweaddition to level
of eduction, gender, and attitude towards foreigners,evait al. (2011) find that
a voter’s positioning on the left-right scale influenced teting behavior. All of
these diagnoses, obviously, concur with our findings.

By contrast, the study of Vatter et al. (2011) disagrees withconclusion that
the share of people natively speaking Serbian, CroatiaA|l@mian was causally
relevant for the minaret vote. Only 9 percent of people inésved in the course
of the VOX-analysis answered in the negative to the questibether Swiss and
Islamic ways of living are compatible. Vatter et al. (2016,1] take this to show
that the acceptance of the minaret initiative cannot be &ekea the result of a gen-
eral hostility against Muslims and their religion in Swittzand. Plainly though, it
may be suspected that the interviewees’ answers to thatioguésmve been influ-
enced by social expectancy or the so-callpital of silence(cf. Noelle-Neumann
1993). In opposition to Vatter et al. (2011) and in accoréawith our findings,
Christmann et al. (2011, 187-188) infer that xenophobicigiatnophobic attitudes
indeed influenced the outcome of the minaret vote. In additbur results show
that those attitudes are connected to the presence of thiminated group. Still,
while Christmann et al. (2011) embed the minaret initiativéhe tradition of the
xenophobic initiatives of the 1970s, our study does notaksech a connection.

Overall, this paper has substantiated tGaincidence Analysi§CNA) is a
Boolean method of configurational causal reasoning thatbeaeffectively and
fruitfully applied in actual social scientific contexts afusal discovery. Just as the
well-known method ofQC A, C' N A is custom-built for small- to intermediat¥-
data. But contrary to the former, the latter successfullyowers chainlike causal
structures.
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Notes

1ESA is the enhanced standard analysis @€ A introduced in Schneider and Wagemann
(2012).

2As is usual for Boolean algebra, we symbolize conjunctiorf 8y disjunction by “+”, the
presence of a factor by an upperca&eand its absence or negation by a lowercase

3For the relevant notion of coverage cf. section 3.

“We take this focus on the contrast betwe&V A andcsQC' A to have no bearing on the main
argument of this paper. As indicated in the introductior, @m is to scrutinize the suitability of
Quine-McCluskey optimization for the discovery of caudaios; and all currently available variants
of QC A rely on a computational core that is constituted by Q-M.

®That is, instead ofubsetandsupersetelations we speak alufficientandnecessargonditions.
Explicit translations between these two terminologiestoafound in Goertz (2003).

6A commendable exception is Bol and Luppi (forthcoming) wizstematize the search for com-
plex necessary conditions within tiigC' A framework.

"IntheQC A literature it is often recommended to search for necessargitons prior to search-
ing for sufficient conditions (cf. e.g. Ragin 2000, 106). @& face of it, however, every search for
sufficiency is tantamount to a search for necessity. Cooradipgly, if it is found thata is sufficient
for the absence of an outcond® i.e.a — o, it is thereby found thatd is necessary foO, i.e.

O — A, orvice versaq — o andO — A state exactly the same, they are logically equivalent).
As we have seen above, the same holds for more complex sofatimulas. Searching for suffi-
cient and necessary conditions are two sides of one coire thao question of what is done first.
We take the idea behind the ‘necessity-first’ practice in@deA literature to be that the search for
necessary conditions consisting sihgle factorsshould be conducted prior to the search for nec-
essary conditions consisting of more complex factor coatins. The search for necessary (or
sufficient) conditions of different syntactic complexitgrcindeed be performed sequentially. In the
CN A context, though, there is no need to focus on minimally cexplecessary conditions first.
CN A simply identifies all relations of necessity existing inwgarized data—independently of the
complexity of corresponding necessary conditions.

8As we confine our discussion to crisp-set analyses we contirselves to the crisp-set notions of
consistency and coverage here. Note that the correspofudimgset notions are somewhat different
(cf. Ragin 2008).

%In the QC A literature, rows ags andc;; are labeleatontradictorywith respect to outcomé,
because the same configuration of conditions is combinddhwith L and!. In fact, however, there
is nothing logically contradictory about two such rows. Argd rows as(cs, c11) merely shows that
a corresponding configuration of conditions (ewgs«t) is neither sufficient fod. nor fori. Cf. also
section 4 below.

1ONote that abstaining from interpreting a dependency as, 4ay-t — L causally does not
amount to claiming thatl«s«t is causallyirrelevantto L. Rather, it simply means that a potential
relevance ofAxs«t to L must be established on the basis of a different study—ortecttgicitly
focuses on the strength of political parties and, accoigimgntrols for factors that are relevant for
L.

UThis illustration of the computational details 6N A clearly shows that the applicability of
CNA in social scientific practice calls for a software implenaian. C'N A is currently being
implemented inkR. TheC N A R-package will soon be available via the usual CRAN mirrors.

2panother suggestion might be to develop a chain-searchegiyaor QC A along the lines of
Caren and Panofsky’s (2005) tempoéd’ A (TQC A), which is designed to temporally order the
causal conditions of an ultimate outcome. However, as i$ asdnowledged in the literature, by
time-indexing analyzed factor§;QC A significantly increases the logical space of possible con-
figurations. Thereby, the complexity of the analysis insesa along with the amount of logical
remainders. As a resulf;QC A is often not applicable in smal¥ studies because the amount of
observed cases is too small. Moreover, just like any othéaneof QC A, TQC A also implements
Quine-McCluskey optimization (cf. Caren and Panofsky 20(®), which, as we shall see below,
is the source of all of)C A’s problems with causal chains. For these reasons, we doetievé that
TQC Ais a promising starting point for developing a chain-seatchtegy forQC A.
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BIn recent years, it has become more and more common praettbe QC A literature to settle
for intermediate solution formulas because completelmiglating all redundancies from solution
formulas by means afC A often requires the introduction of many so-caltéfficult counterfactual
cases, which researchers want to avoid. Settling for irgdrate solutions, however, generates prob-
lems for their causal interpretation. Causes are differanakers of their effects (cf. Mackie 1974).
Yet, redundant factors do not make a difference to scréthizutcomes. Therefore, solutions with
redundant elements are not guaranteed to be amenable tsa icaerpretation. As we are explicitly
interested ircausallymodeling the Swiss minaret vote, we discard intermedidtgisas here.

The worry might arise that, asS; succeeds in inferring the same complex solution formula as
CN A only on the basis of numerous simplifying assumptiofisy A is tacitly committed to the
same simplifying assumptions as well. That, however, istietcase. The fact that two methods,
for a particular data input, output the same causal modeds dot indicate that the underlying in-
ferences are based on the same or even related assumptinesan® the same conclusion can be
inferred from very different assumptions. For instancepci@tes is mortal” can be inferred from
the two assumptions “Socrates is a man” and “All men are rfipdafrom “If Armstrong was the
first man on the moon, then Socrates is mortal” and “Armstneag the first man on the moon”,
or it can be inferred from any contradiction, e.g. from “linsand it does not rain”. Whil€C A
minimizes sufficient and necessary conditions—and, thnfers causal dependencies—by counter-
factually supplementing missing data poird&V A makes use of the negative existential claim that
certain configurations are not contained in the data. Moremately, QC A makes assumptions as
“Had a«L+S«T occurred the outcome would have occurred as well” or “Hiads«t occurred the
outcome would not have occurred” etc. By contrésly A infers causation from negative existential
claims as &« L+S+T' is not contained in the data” or'i«s«t is not contained in the data” etc. Those
are very different premises for causal inferences. For rdetails on the assumptions implemented
by C'N A cf. Baumgartner (2009a).

That assumingp to be combinable with botl; and z; is far from being contradictory can be
easily seen if we lef stand for the set of people with blonde hair afidfor the set of tall people.
There are certain people with blonde hair that are tall ahérstthat are not tall. Blonde hair is
combinable both with tallness and non-tallness, hencejnaisg both of these combinations is not
contradictory but sound. The combinability of blondnesthwallness and non-tallness merely shows
that having blond hair is neither sufficient for being talt fior being non-tall.
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APPENDIX

Value assignment and dichotomization of factors

General remark on the dichotomization The cases of our study, i.e. the Swiss
cantons, are embedded in a relatively homogeneous pblisicaial, and historical con-
text, viz. the context of Switzerland as a whole. Within tbatext, the factors we analyze
influence the voting behavior of the population via two comgrats: one from the con-
text, i.e. from the country as a whole, and one from the imlliai cantons. For instance,
political parties are organized both on the level of the ¢guand of each canton. These
units function as partially independent organizations segarately strive to influence the
political processes. Similar things hold for other influergroups, e.g. for agricultural
organizations, the church, or unions. To clearly distisguhe contextual components of
our conditions from the local ones, theoretical considenatsuggest to dichotomize the
factors in our raw data in table 2 at a weighted Swiss mean-hat@tl the deviations from
the mean could be interpreted as the specifically local compis of scrutinized factors.
However, according tesQC A dichotomization practice (cf. Rihoux and De Meur 2009,
42), mechanical dichotomizations should be avoided. Radeazh factor should be di-
chotomized individually to ensure, among other thingst thiesholds are located in large
value gaps and that dichotomization does not unnecesgaityso-called ‘contradictory’
truth-table rows. As a general rule for dichotomization Wweréefore dichotomized at the
weighted mean if, and only if, that threshold meets the uss@IC' A dichotomization
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constraints. More concretely, and S were dichotomized at the weighted mean, while
for A, T, and X individual thresholds were used (details below). FBorT, and X we
explored numerous different dichotomization thresholu$ fund very robus€’ N A and
QC A solution formulas for all candidate thresholds.

High rate of old xenophobia (A) Values were assigned td based on the ratio
of affirmative votes cast in the different cantons with respe the following 4 xenopho-
bic constitutional amendments that were all brought befoters by means of initiatives
during the 1970s (IPB 2011).

date (dd/mm) title of initiative result turn-out approvate
07.06.1970 against overpopulation rejected 74.70% 46.00%
20.10.1974 against foreign infiltration  rejected 70.30% 34.20%
and overpopulation of
Switzerland
13.03.1977 IV. overpopulation initiative rejected 45.20% 29.50%
13.03.1977 for restricting naturalization rejected 45.20% 33.80%

Following Bortz and Déring (2005, 143-148), the approvésaof these 4 initiatives were
combined in a weighted additive index (cf. tab. 2) was dichotomized such thatt = 1

if, and only if, A > 28. For the canton of Jura, which did not yet exist at the timehef t
initiatives, we setd to 0. This value corresponds to the voting behavior of thoseidist
in the canton of Bern which later came to constitute the canfdura.

High rate of new xenophobia (X) The values ofX were determined on the basis
of the cantons’ approval rates with respect to the followvitrigatives launched by th&wiss
People’s Party(Schweizerische Volkspartei) (SVP) and other right-wimgups between
1996 and 2008 (IPB 2011):

date (dd/mm) title of initiative result turn-out approvate
01.12.1996 against illegal immigration rejected 46.70% 46.30%
24.09.2000 for a regulation of rejected 45.30% 36.20%
immigration
24.11.2002 against asylum abuse rejected 47.90% 49.90%
01.06.2008 for democratic rejected 45.20% 36.20%

naturalization

We combined the cantons’ approval rates in a weighted additdex along the same lines
as in case ofl. X was dichotomized such that = 1 if, and only if, X > 38.2.

Strong left parties (L) To assign values t@. we relied on the results of the fed-
eral elections of 2007. The votes of tBecial Democratic PartySPS), theGreen Party
(GPS) and other left-wing parties were combined in an agditidex (BFS 2011a).L
was dichotomized such that = 1 if, and only if, L. > 31.9. In the case of the canton of
Appenzell Innerrhoden, for which the corresponding dateeweissing, we set the value
of L to 0 based on independent knowledge about the low ratio of vetighssympathies
for left parties in that canton.

High share of people natively speaking Serbian, Croatian, or Albanian (S)
Values were assigned t8 based on the federal population census of 2000. The ratios
of people natively speaking Serbian, Croatian, or Albani@ne combined in an additive
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index (BFS 2011c) and balanced against the total ratio @igorpopulation in the corre-
sponding cantons (BFS 2011b). That$smeasures the ratio of people speaking Serbian,
Croatian, or Albanian in the cantons’ foreign populatighwas dichotomized such that
S =1if,and onlyif, S > 14.5.

Traditional economic structure (7)) The strength of the traditional economic sec-
tor was calculated on the basis of the share of people woikiragriculture or forestry
(BFS 2011a)T was dichotomized such that= 1 if, and only if, " > 8.

Acceptance of minaret initiative (M) The acceptance of the minaret initiative is a
dichotomous factor to begin with. Those cantons that aeckgbie initiative on November
29, 2009, were assignéd = 1, those that rejected the initiativg = 0 (IPB 2011).

canton A L S T X M
ZH 31.3 385 16.2 23 411
BE 344 341 157 8.8 397
LU 33.1 21.0 28.0 89 438
UR 369 219 314 11.7 46.8
SZ 343 173 271 86 544
ow 32.0 29.2 258 12.7 433
NW 349 32 239 8.0 46.6
GL 32.1 20.7 228 6.9 50.9
ZG 31.1 261 209 3.0 416
FR 30.0 29.1 111 11.0 34.0
SO 343 294 189 52 458
BS 33.7 473 123 01 351
BL 284 39.0 126 3.7 40.6
SH 26.8 342 233 6.0 439
AR 295 6.2 221 95 438
Al 31.2 0.0 34.0 196 494
SG 30.2 242 256 58 479
GR 254 237 180 8.4 38.2
AG 31.0 26.0 209 51 491
TG 262 219 203 9.2 504
TI 26.8 242 95 23 434
VD 242 431 70 56 27.8
VS 25,6 186 11.6 10.3 32.2
NE 248 445 45 39 28.9
GE 234 423 32 11 26.2
Ju 0.0 369 81 102 283
CH 30.1 319 145 54 40.0

PP OO RORREPRPRPRPPRPOPRPRRPRPRPRERRREPREPR

Table 2. Raw data of the minaret study.
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